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Abstract 

The fast development of information technology has made information security and 
computer networks an essential factor. One possible method of protecting these 
security resources is the Intrusion Detection System (IDS), which recognizes 
abnormal packets among incoming data. In this study, we work on its detection 
capability by exploring a machine learning-based data mining approach. In this 
approach, proper training data are needed to obtain a useful detection model. Pre-
processing is one way to increase the quality of the training data, which can be 
performed by removing noise. Our research attempts to cluster data for the majority 
class by using k-means that we can recognize the noise by taking an appropriate 
threshold. In this case, we identify the clusters with a value below the threshold as 
noise data. Thus, a new majority class of data should not contain noise anymore. 
This majority class is then combined with the minority class to form a new training 
data set. It is tested by implementing several classifiers: Naive Bayes (NB), k-
Nearest Neighbor (k-NN), Support Vector Machine (SVM), Multi-Layer 
Perceptron (MLP) and Random Forest (RF) in the NSL-KDD and UNSW-NB15 
dataset. The results we obtained from this proposed method show that it can 
improve the performance. It is depicted that the best improvement is achieved by 
using the NB classifier. In NSL-KDD, there is an increase from 88.60% to 88.85%, 
while in UNSW-NB15, it is from 76.04% to 92.57%.  

Keywords: Classification, Computer security, Intrusion detection system, Machine 
learning, Network security, Undersampling. 
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1. Introduction 
In this digital era, transmitting data between computer networks, such as through the 
internet, has been shared. This data transmission has made it easy for users to 
exchange information in any environment. Nevertheless, not all users utilize this 
technology for functional purposes; some may exploit it to send malicious packets. 
This activity has been a security issue for decades. 

Some methods have been introduced to overcome that security problem; one of 
them is by detecting the bad incoming packets to the network [1]. It is often carried 
out by implementing an Intrusion Detection System (IDS), where an alarm is 
transmitted to the network administrator once a suspicious packet is detected. The 
IDS is a system for monitoring network traffic that recognizes intruders in the 
network. Its performance, however, may not be optimal. As a result, a false alarm 
may be sent just because regular access is detected as an attack, and vice versa.  

On the other hand, the development of data mining and machine learning is 
increasingly widespread. It is useful for data analysis and knowledge-based systems. 
Based on this, many areas have adopted data mining techniques to solve the problems, 
including IDS implementation. In addition to the data mining approach, IDS also 
often takes a misuse-based approach, which works on the principle of matching 
packets that pass with rules that have been stored in the IDS database. A problem 
occurs when a pattern of attacks increases, which causes it not found in the database. 
The data mining implementation in IDS provides a new approach that is different 
from that of misuse based. The detection is primarily based on an analysis that 
supports uncertain data on the network [2].  

Furthermore, the classification process is often used in this data mining-based IDS 
[3-5]. However, the classification method's improvement is considered to be less 
optimum if it is not supported by proper training data. Therefore, valid training data 
are needed to produce useful IDS. Some enhancements can be done to refine the 
quality of the training data, for example performing pre-processing data at the 
beginning. It is the main stage in data mining, aiming to make the algorithms run 
better and more useful [6]. In the previous studies, feature selection, imbalanced data, 
and data normalization have been investigated to improve IDS performance [7-9]. 
Next, the research in instance selector, instance generation, feature selection, 
imbalanced data, and discretization, has also been done [6, 10].  

Imbalanced data occurs when the distribution of some clusters is much larger than 
the others. We call the classes as majority and minority to describe the class's state in 
the imbalanced dataset. This type of dataset can be a problem in classification 
algorithms because a classifier tends to predict the majority instead of minority classes 
that affect the performance of the classification [11]. Under-sampling and over-
sampling techniques are widely implemented to overcome lazy imbalanced data. The 
over-sampling method is explored to balance data by raising the number of minority 
data to balance both classes. Another problem in the over-sampling method is over-
fitting, mainly when data are generated by multiplying minority data directly [12]. To 
overcome this issue, an advanced method of over-sampling is developed, including 
Synthetic Minority Over-sampling Technique (SMOTE) [13], Borderline-SMOTE 
[14], and Resampling At Random (RAR) [15]. Besides, under-sampling is also 
implemented to drop the majority class; so that both classes' ratio is balance. However, 
this method is likely to lose important information from the dataset. Commonly, 
random under-sampling is designed by randomly reducing the sample of the majority 
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class. It is employed in the Ensemble of Under-sampling [16], which firstly divides the 
majority class into several small parts. 

In this paper, we work on an imbalanced data technique by combining over-
sampling and under-sampling resulted from clustering. In this case, over-sampling is 
done to raise minority class data in a minority cluster, while the under-sampling 
technique is to bring down the majority class data in the minority cluster or outlier. 
Furthermore, we do the clustering first because the previous over-sampling method 
is possible to be over-fitting. Since the existence of outliers may affect the 
performance, under-sampling is implemented to remove them. Accessible 
imbalanced data methods include SMOTE, which can be improved by using 
clustering, such as the implementation of over-sampling based on the combination of 
k-means and SMOTE [17]. Furthermore, imbalanced class based on clustering is also 
applied in [18, 19]. 

This research paper is structured as follows. Section 1 describes the research 
background, and Section 2 depicts previous research. Section 3 explains the details 
of the proposed technique, while Section 4 provides the experiment results and the 
discussion. Finally, in the last section, we draw conclusions and suggestions about 
developing this method going forward. 

2. Imbalanced Data in Machine Learning-based IDS  
Rodda et al. [9] used the NSL-KDD data set, the evaluation of imbalance class 
shows that Random Forest (RF) works well for the Remote to User (R2L) class as 
a minority and others as the majority. This result also depicts that it is better than 
Naïve Bayes (NB) and J48. Furthermore, ensemble-based classifiers have been a 
possible solution [20, 21]. However, for classes that are very imbalanced like 
Remote to Local (U2R), RF has failed. Slightly different, Altwaijry and Algarny 
[22] investigated NB's effectivity in minimizing IDS problems by using the KDD 
data set. It is concluded that NB can detect intrusions well. Further development of 
this research can be performed by improving the quality of training data that can 
increase the classification's performance.  

The SMOTE and feature reduction are implemented in the NSL-KDD data set 
with RF classification, whose results are mapped into an evaluation matrix [13, 23]. 
It is found that the method is capable of increasing the detection rate of R2L and 
U2R attacks specifically. Their performance rises to 0.3% and 0.6% for R2L and 
U2R, respectively. In this case, U2R can be detected more accurately than R2L, 
i.e., correspondingly 96.2% and 96%. This research shows that imbalanced data 
affect the detection rate. 

Research specifically on the development of SMOTE is also carried out by 
Douzas et al. [17] by combining it with k-means clustering. It is assumed that 
SMOTE can generate a minority sample in the majority region that is becoming 
noise. The weakness arises in SMOTE that randomly selects minority areas to over-
sample whose probability is uniform. So, that research proposes only over-
sampling the densely populated minority areas using the k-means approach. The 
result of this design depicts that the combination of SMOTE and k-means method 
produces better results when tested on 12 imbalanced datasets, which are obtained 
from the UCI database. The proposed algorithm can outperform SMOTE, random 
over-sampling, and borderline-SMOTE in handling noise. Besides SMOTE, for 
handling imbalanced datasets, Mazini et al. [4] use boosting to overcome 
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imbalanced data on network attack datasets. Here, boosting is a data mining-based 
meta-algorithm that is implemented to drop variance and imbalances. 

Specific ensemble classifier-based sampling approaches have also been 
investigated. A novel under-sampling technique known as cluster-based instance 
selection combines instance selection with clustering analysis [19]. The similar data 
samples are categorized by grouping analysis component taken from the majority 
class dataset into "subclass". Unrepresentative data samples are then filtered out 
from this "subclass" by the sample selection component. Using the Knowledge 
Extraction based on Evolutionary Learning (KEEL) dataset, the experimental 
results demonstrate that the clustering-based under-sampling technique can make 
MLP-based ensemble classifiers produce better performance. 

Three approaches are often applied to solve the imbalanced data problem: cost-
sensitive learning, method adaptation, and data resampling [24]. Among these three 
methods, resampling data, which is performed either by over-exemplary examples 
of minority classes or fewer samples in majority classes, is the most commonly 
implemented. However, in most cases, when this method is applied, there is a trade-
off between the complexity and the performance. In this study, the under-sampling 
technique based on fast clustering is to overcome the imbalance of binary classes. 
It implies high predictive performance; furthermore, the time complexity relies on 
the number of instances in the minority groups. In the learning stage, the technique 
groups minority samples and chooses the same amount of majority ones from every 
class. Then, specific classifiers are implemented for each cluster. A member of each 
cluster that is not labelled is moved to the majority class if it is not appropriate to 
those clusters. Otherwise, a classifier specific to that cluster is taken to put the 
instance to the correct one. Next, the inverse-distance generated by the cluster is 
given to the previous results. The measurement includes some methods. By 
considering computational costs and predictive measures, the Pareto method is 
used. A broad set of experiments shows that only this proposed method is always 
found at the border. 

3. Clustering Under-sampling Data for IDS 
This section explains the details of the proposed technique. The scheme in this 
research can generally be divided into two parts. The first section discusses the 
proposed over-sampling and under-sampling methods. The second part is 
designing the experiment of new data from pre-processed results with imbalanced 
data into classification and testing. For more details, the research flow can be 
depicted in Fig. 1. 

 

Fig. 1. Research flow. 
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3.1. Clustering-based under-sampling  
The basic idea of this technique is to take out noise from the dataset. The initial 
step in removing this noise is by firstly clustering the data. In this step, the data 
are divided into the majority (Ma) and minority (Mi) classes. The primary of this 
method is under-sampling, so our focus is on the majority class. Furthermore, the 
k-means analysis is to categorize the majority of data into several clusters. The k-
means performs clustering by determining the starting point of the cluster 
randomly. In general, grouping by employing k-means can be divided into two 
stages [1]. The first is to calculate each point according to the Euclidean distance 
between the considered point and center. The next step is to calculate the new 
center as a weighted average of points in each class. The algorithm stops when 
each center does not change. To calculate the distance of each point on the k-
means, the Euclidean distance in Eq. (1) [2] is employed. Then, to update the 
center point Ck, the Eq. (2) [3] is applied, where xi and yi are two points in a 
dimensional Euclidean space. 

𝑑𝑑(𝑥𝑥,𝑦𝑦) =  �(𝑥𝑥𝑖𝑖 −  𝑦𝑦𝑖𝑖  )2 +  (𝑥𝑥𝑖𝑖+1 −  𝑦𝑦𝑖𝑖+1 )2              (1) 

𝑐𝑐𝑘𝑘 =
∑ 𝑥𝑥𝑖𝑖𝑥𝑥𝑖𝑖∈𝑐𝑐𝑘𝑘

𝑐𝑐𝑘𝑘
                  (2) 

After forming several clusters, there will be a majority cluster maximum 
(Mamax) and the majority cluster minimum (Mamin). To determine both values, we 
use the threshold (T) presented in Eq. (3), where the value can be obtained by 
dividing the total number of entire instances on 𝑀𝑀𝑀𝑀 with the k value of that elbow 
method. In this design, Mamax is a cluster that has some data above the threshold, 
and Mamin is a cluster that has a value below the threshold. 

𝑇𝑇 = 𝑀𝑀𝑀𝑀
𝑘𝑘

;  𝑀𝑀𝑀𝑀𝑚𝑚𝑀𝑀𝑥𝑥 ≥ 𝑇𝑇,  𝑀𝑀𝑀𝑀𝑚𝑚𝑖𝑖𝑚𝑚 < 𝑇𝑇                (3) 

After that step, we get a cluster with total instances above and below the 
threshold. Those with a total instance lower than the threshold are then reduced, so 
we consider it noise. Otherwise, the clusters are combined with the minority class. 
Then, we call a new data set that has been selected to eliminate noise. This new 
data set formed from cluster-based under-sampling is employed for training by the 
classification engine. For more details, the under-sampling method that we propose 
can be seen in Fig. 2. 

 

Fig. 2. Clustering based sampling. 
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3.2. Determination of  the value of k 
Choosing the optimal number of clusters is a fundamental problem in partition-
based clusters, as in the k-means clustering that requires users to determine in 
advance the number of k that will be produced. Some studies have introduced the 
method to specify that value. The selection of popular k value is by Elbow and 
Silhouette [25]. This elbow method starts by varying the values of k, then 
calculating the average distance in clusters between objects and the center of 
clusters for each different k. The determination of the optimum k value is based on 
the sharp bend's location.  

This proposed method concentrates mainly on the proportion of variance as a 
function of the total of classes or clusters. According to the idea that an optimal 
value in the k-means algorithm must be found, the value of k is added sequentially 
to see variants of the within-cluster sum of squares (WCSS) by Eq. (4) [26] aimed 
at finding a minimum WCSS value with a small number of clusters in order to 
interpret the data. 

𝑤𝑤𝑐𝑐𝑤𝑤𝑤𝑤 = ∑ ∑ ‖𝑥𝑥𝑖𝑖 − 𝑐𝑐𝑘𝑘‖22𝑥𝑥𝑖𝑖∈𝑘𝑘
𝑘𝑘
𝑘𝑘−1               (4) 

Here, WCSS = 0 means that all data points are in a different cluster, while WCSS = 1, 
defines that those points are in one cluster.  

4. Experiment and Analysis 
This section explains the environment of the experiment and its results. It includes 
the description of the data sets being used for measuring the performance of the 
proposed method. A comparison with other existing methods is also provided to 
find a general view of the proposed method.   

4.1. Experimental Setup 
In this machine learning-based intrusion detection research, the evaluation is done 
by employing both NSL-KDD and UNSW-NB15 datasets, similar to [27, 28]. The 
NSL-KDD dataset is an extended version of the previous KDD'99, which was 
developed in 2009 [29]. In that data set, redundant instances are deleted to prevent 
the deviated classification results [30]. This data collection comprises several 
versions, of which 20% of the training data are KDDTrain + 20%, which contains 
25192 examples. The test dataset is KDDTest +, which consists of 22544 instances. 
This dataset has 41 attributes and one target class. The 41 features can be grouped 
into four: Basic, Content, Traffic, and Host [22]. 

The UNSW-NB15 dataset is provided by The Australian Center for Cyber 
Security Lab, which employs the IXIA Perfect Storm tool for developing datasets 
comprising normal and anomaly traffics [31]. This data set has 48 features and one 
target class. Attack classes are again grouped into Backdoors, Analysis, Exploits, 
Fuzzers, Generic, Shellcode, Worms, Reconnaissance, and DoS. The data consist 
of 175,340 records of training and 82,000 records of testing data. These data, which 
were published by Moustafa and Slay [32] are an alternative for IDS research. 

Naïve Bayes (NB), k-NN, SVM, MLP, and Random Forest (RF) algorithms 
are implemented for the classification, whose results are then put in the confusion 
matrix. Based on this table, some metrics are explored to measure: accuracy, 
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precision, and recall. To calculate accuracy, we use the number of anomaly 
measurements correctly detected by the total number of anomaly measurements 
[33]. Precision is the comparison between true positive predictions and the total 
positive predicted results. Recall is the number of true positives compared to the 
overall true data. 

4.2. Experiment Results and Discussion 
The first step in the experiment is to select the majority class from the NSL-KDD 
dataset, which can be found in Table 1 whose experimental result is in Table 2. 
Table 1 is about the composition of the NSL-KDD training data. So, we can get 
normal classes as the majority. The next is to determine the value of k for this 
specified majority class and get an elbow graph, as provided in Fig. 3. According 
to this figure, we can specify the value of k = 4; so that, in the next clustering 
process, we have 4 clusters. The next step is to determine T's value, from Table 1, 
Ma = 13449 (Normal class). So, T = 3362.25 depicts that the majority of max 
clusters have 13394 records based on Eq. (3). It can be seen in Table 2 that only 
one cluster which has a value above the threshold so that we can get Mamax = 13394. 
The new training data comprise 25137 records in a total of Mamax and minority class 
(Mi) The experiment is conducted by the classification methods to see the 
performance of the proposed pre-processing step against classification. 

Table 1. Representation of NSL-KDD. 
Class Count Status 
Anomaly 11743 Minority 
Normal 13449 Majority 

 
Fig. 3. Elbow Result of NSL-KDD. 

Table 2. The results of NSL-KDD clustering 
 Cluster-1 Cluster-2 Cluster-3 Cluster-4 

Total Record 13394 50 3 2 
𝑇𝑇 = 3362.25 > 𝑇𝑇 < 𝑇𝑇 < 𝑇𝑇 < 𝑇𝑇 

As previously described, the experiments use three different classifiers to 
evaluate the performance of both with and without the proposed method. Results 
from experiments on the NSL-KDD data set can be seen in Table 3. From this table, 
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we find that using the proposed method improves the performance of those all 
classifiers. The highest increase in accuracy occurs in the NB classification from 
88.6% to 88.9%, with precision and recall of 88.9% and 88.8%. It proves that 
removing noise data can increase the level of accuracy. This experiment also shows 
that by reducing 0.02% of data noise, the accuracy rises around 0.1% - 0.3% in the 
NSL-KDD dataset. 

Table 3. Classification result of NSL-KDD. 

Classifier 

Proposed method 
(with pre-processing) 

Existing method 
(without pre-processing) 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

SVM 95.4529 95.5 95.5 95.4192 95.4 95.4 
Naïve 
Bayes 

88.8491 88.9 88.8 88.6075 88.6 88.6 

k-NN 99.3993 99.4 99.4 99.3728 99.4 99.4 
MLP 99.1805 99.2 99.2 99.0791 99.1 99.1 
Random 
forest 

99.7573 99.8 99.8 99.7568 99.8 99.8 

In the next experiment, we compare the proposed method with other pre-
processing algorithms. For this purpose, we apply HyperSMURF [34], SMOTE [13], 
Random under-sampling [35], and AdaBoost [36] whose results are provided in 
Table 4. To compare with those existing pre-processing methods, we use the RF 
classifier because, based on the experimental results depicted in Table 3, RF has the 
best performance. Specifically, by using the proposed pre-processing, its accuracy 
reaches 99.7573% with both precision and recall is 99.8%. 

Table 4. Comparison between methods using the  
Random Forest classifier in the NSL-KDD dataset. 

Method Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

HyperSMURF [34]  99.4562 99.5 99.5 
SMOTE [13] 99.8051 99.8 99.8 
Random under-sampling [35] 99.7565 99.8 99.8 
AdaBoost [36] 99.7301 99.7 99.7 
Proposed method 99.7573 99.8 99.8 

From Table 4, we see that the proposed method has a better position than 
HyperSMURF, Random under-sampling, and AdaBoost methods. However, it is 
slightly under SMOTE. It is because, in the NSL-KDD dataset, the distribution of the 
corresponding data is good enough, so the proposed method finds only a little noise. 
This is different from SMOTE, which can generate over-sampling data on better 
clusters; so that, SMOTE can cover imbalances that occur in NSL-KDD. Next, the 
resulting training data are more appropriate for forming a classification model in the 
RF. Besides, the proposed method only removes less noise in NSL-KDD. This 
condition significantly impacts the use of classifiers in Table 3 and also some existing 
methods. Generally, the proposed method outperforms the existing ones.  
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To further analyse the proposed method, we apply it to a different data set: 
UNSW-NB15. As in the previous experiment, we first looked at the data set's 
condition to determine the majority and minority classes that we summarize in Table 
5. It is shown that more attack data dominate to be the majority of data (119340 
records). After we get them, the value of k is determined using the elbow method, 
which results in k = 2, as in Fig. 4. From Eq. (3), the threshold, T = 59670. 

Table 5. Representation of UNSW-NB15 
Class Count Status 
Attack 119340 Majority 
Normal 56000 Minority 

 

Fig. 4. Elbow result of UNSW-NB15. 

The result of cluster generation with UNSW-NB15 is depicted in Table 6. It is 
found that the number of records in cluster-1 is less than the threshold. We can 
reduce 34201 records data on Cluster-1 (Mamin) so that the total of majority data 
become 85140 records (Mamax). After the noise is minimized, the new data set is 
combined with the minority (Mi) and Mamax to have new training data with 141150 
records. As in the previous experiments, the classification is performed by using: 
SVM, Naive Bayes, k-NN, MLP, and Random Forest, whose results are depicted 
in Table 7. We observe that the proposed method can refine the performance of 
classification on UNSW-NB15. It is shown that significant improvement can be 
achieved in NB, where the accuracy increases from 76.0410% to 92.5755%; their 
corresponding precision and recall are from 83.4% and 76.0% to 92.8% and 92.8%, 
respectively. Overall, the use of the proposed technique has raised the performance 
in all evaluated metrics. 

Next, similar to that of NSL-KDD, the proposed method is compared with 
existing ones: HyperSMURF, SMOTE, Random Under-sampling, and AdaBoost 
by implementing them in UNSW-NB15. Additionally, the Random Forest is also 
taken for the classification. Table 8, which represents this comparison result, shows 
that the proposed method has the best performance, where it achieves 97.1% for all 
evaluated metrics. Furthermore, the proposed method can recognize around 0.3% 
of data in the majority class as noise. 
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Table 6. The results of UNSW-NB15 clustering. 
 Cluster-1 Cluster-2 

Record 34201 85140 
𝑻𝑻 = 59670 < 𝑇𝑇 > 𝑇𝑇 

Table 7. Classification result of UNSW-NB15. 

Classifier 

Proposed method 
(with pre-processing) 

Existing method 
(without pre-processing) 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

SVM 96.9860 97.0 97.0 93.3649 93.4 93.3 
Naïve 
Bayes 

92.5755 92.8 92.8 76.0410 83.4 76.0 

k-NN 98.9634 99.0 99.0 97.0184 97.0 97.0 
MLP 96.5750 96.6 96.6 93.4739 94.0 93.5 
Random 
Forest 

97.1482 97.1 97.1 88.9969 89.0 89.0 

Table 8. Comparison between methods using the  
Random Forest classifier in the UNSW-NB15 dataset. 

Method Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

HyperSMURF [34] 95.8595 96.3 95.9 
SMOTE [13] 90.5438 90.6 90.5 
Random under-sampling [35] 95.5756 95.6 95.6 
AdaBoost [36] 85.1723 85.7 85.2 
Proposed method 97.1482 97.1 97.1 

As of accuracy, the experimental results can be shown in Fig. 5. It can be 
inferred that the proposed technique is better than others in almost all evaluations. 
It is only slightly less than that of SMOTE when the NSL-KDD dataset is used. In 
the case the experiment is carried out in UNSW-NB15, the proposed method with 
pre-processing is significantly better than the others, including that without pre-
processing. On the other hand, accuracy is sometimes not directly proportional to 
the other parameters: true positive and true negative. In addition to seeing the level 
of accuracy, this experiment also calculates the level of precision and recall in each 
experiment (Tables 3, 4, 7, 8). To make it easier to see the precision and recall level, 
we present the F1-Score in Fig. 6. It is shown that it has the same pattern as the 
accuracy, which means that the ability to detect true positives and true negatives is 
relatively good. As previously described, the quality of NSL-KDD data has been 
improved from KDD'99 [29]. Thus, without implementing pre-processing to this 
data, a relatively good accuracy value can be achieved. Nevertheless, its value can 
still be improved by applying the proposed method. Therefore, it can be inferred 
that this research, in general, can be implemented to obtain better performance.  

The proposed method has been tested on two binary-class datasets for IDS. It 
is worth noting that the proposed method is not designed for the multiclass 
dataset. So, further development needs to do before it is evaluated in a multiclass 
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environment. Moreover, various multiclass datasets that are appropriate for IDS 
should be applied. 

 

Fig. 5. Accuracy comparison. 

 

Fig. 6. F1-Score comparison. 

5. Conclusions 
In this research, we have proposed a pre-processing method for imbalanced data that 
can be applied to machine learning-based IDS. It is done by under-sampling the 
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majority class to remove noise. For this purpose, we use the k-means clustering 
approach. The clustered data are filtered by comparing them with our proposed 
threshold values. That is, data below the threshold are removed, and the remaining 
are combined with the minority to obtain new training data.  

This proposed method, which has been evaluated by implementing it in both 
NSL-KDD and UNSW-NB15 datasets, is superior. In NSL-KDD, it outperforms 
most other evaluated pre-processing methods: HyperSMURF, Random under-
sampling, AdaBoost; while in UNSW-NB15 it is the best. Furthermore, when 
UNSW-NB15 data set is used, the improvement is significant. Concerning the 
accuracy, the highest level is achieved in about 98%; it is much higher than the others. 
This superiority is also followed by other measurement metrics: precision and recall, 
where its values are also the highest. Therefore, the proposed method is more 
appropriate to use in imbalanced data. 

In the future, removing the noise from the majority class is still the concern. 
It needs to find a more effective algorithm for this reduction. One of the possible 
ways is finding the more appropriate threshold value, which determines the status 
of the corresponding data. 
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